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TABLE 2 (PART A) Transition system with configurations

(Act

c

)

` 2
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version of this relation,

:

�

ccs



10 J. Riely and M. Hennessy

all contexts. To show processes are distinguished it is neccessary to find a live

set and a context for which the resulting configurations are not barbed bisimular.

These can be found for the the processes P1 and Q1, given in the introduction,

and therefore they are distinguished by �. However P2 and Q2 are identified

though it is far from obvious why. Even worse, processes P6 and Q6 (given on

page 14) are related, although establishing this fact requi
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Proof. (a) follows from Lemma 3.3. (b) is immediate from the definition of

strong LF-bisimulation. �

3.3 Weak LF-equivalence
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C0

:

�D0. We show that D0 must be of the form C

i; j

Lnfkg
[Q0

], up to �. From Lem-

ma 3.13 it is easy to see that the liveset in D0 must be Lnfkg. To see that the rest

of the context must be unchanged, note that C0 can silently move to a state in

which the only d-actions possible are d0

0, d0

i , d0, and d j . D0
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TABLE 4 Symbolic transition system

(Act

s

)

[a:p]
`

a

�!

`

[p]
`

(Tau

s

)

[τ:p]
`

τ

�!

`

[p]
`

(Kill1

s

)

[killm:p]
`

τ

��!

`^m [p]
`

(Kill2

s

)

[killm:p]
`

killm

���!

`^m [p]
`

(Live

s

)

[if m
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following:

afterµ(ρ) =
8
>
<

>
:

� if ρ
 �

neg(ρ)^ k if µ = killk

neg(ρ) otherwise

If ρ is unsatisfiable then afterµ(ρ) is simply �. Otherwise it corresponds to the

negative information in ρ; if the action performed is a kill action killk, then we

must also include the requirement that k be dead, that is, k.

We now have all the ingredients necessary to give our definition of strong

bisimulation equivalence.

DEFINITION 4.5 (STRONG SYMBOLIC BISIMULATION). Let S be a family of

relations on LProc indexed by negative formulae ϑ. S is a strong symbolic bisim-

ulation if for every ϑ, Sϑ is symmetric and whenever P Sϑ Q and P µ

�!π P0 then

there exist πi, ρi, and Qi such that for all i,

(a) ϑ^π

W

i ρi;

(b) ρi 
 πi;

(c) Q µ

�!πi
Qi; and

(d) P0

Safterµ(ρi)



24 J. Riely and M. Hennessy

For (6a), suppose that M � ϑ^π and therefore (using Equation 4) P 'M Q. We

show that for some j, M � ρ j . Using the suppositions that P µ

�!π P0 and M �

ϑ^π, we can apply the Strong Transition Lemma to conclude that P µ

�!

M
P0 and

therefore that there must exist some Q0 such that:

Q µ

�!

M
Q0 and P0

'iafterµ(M)

Q0

By the Strong Transition Lemma there must be some j such that Q0

= Q j and

M � π j. Because M � π j and P0

'iafterµ(M)

Q j , we can use (5) to conclude that

M � ρ j .

Finally we prove (6b). If K � afterµ(ρi) then by the definition of “after”,

there must be some L� K such that L � ρi. By (5), P0

'iafterµ(L) Qi. Again using

the definition of “after”, K � L; therefore we may use Lemma 3.5 to conclude,

as required, that P0

'K Qi. �

Combining these two Lemmas we obtain the following.

THEOREM 4.8. P 'L
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strong case, the transformation function need not be parameterized by the action

µ since the relevant information is already encoded in the temporal formulae.

The formulae we choose as parameters to the relation are simply Boolean
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LEMMA 4.13. (a) P
ε

=)ϕ P0 if and only if there exist Pi, πi and h such that 1� h,

P1 = P, Ph = P0, and the following hold:

for every 1� i < h, Pi
τ

�!πi
Pi+1; and

ϕ a
 π1 # : : : #πh�1 # tt

(b) P
µ

=)ϕ P0 if and only if there exist Pi, πi, h and n such that 1� h � n, P1 = P,

Pn+1 = P0, and the following hold:

for every 1� i� n, i 6= h, Pi
τ

�!πi
Pi+1; and

if µ = α then Ph
α

��!πh
Ph+1 and ϕ a
 π1 # : : :#πh�1 #πh ^ πh+1^ : : :^πn

if µ = killk then Ph
killk

��!πh
Ph+1 and ϕ a
 π1 # : : :#πh�1 #πh #

1 πh+1^ : : :^πn

Proof. The forward direction (only if) follows by rule induction. The reverse

direction follows by induction on n. �

LEMMA 4.14 (WEAK TRANSITION LEMMA).

P
µ̂

Z=)

L

P0 if and only if 9ψ : P
µ̂

=)ψ P0 andL � ψ
Proof. In both directions by induction on the definition of weak transitions, using

the Strong Transition Lemma and Lemma 4.13. �

The proof of the theorem depends on the following characterisation of LF-

bisimulation equivalence (compare Lemma 3.3).

LEMMA 4.15. S is a weak LF-bisimulation if and only if for every L, SL is sym-

metric and whenever P SL Q:

L

(1) = L and P
µ̂

Z=)

L

P0 imply 9Q0 : Q
µ̂

Z=)

L

Q0 and P0

S

L

(�)

Q0

Proof. Straightforward. �

We now prove the main theorem, treating each direction separately.

PROPOSITION 4.16. For any Boolean formula formulae π, if Pus

π Q and L�b π
then PuL Q.

Proof. Let SK be defined as follows: SK
def

= fhP;Qi j 9π : K �b π and Pus

π Qg.

If P us

π Q and L �b π then P SL Q.

Using the characterisation given above we now show that SK is an LF-

bisimulation. Suppose that P S
L

(1)

Q and therefore we fix a Boolean formula

π such that P us

π Q and L
(1) �b π, that is, L � initially(π). Further suppose that

P
µ̂

Z=)

L

P0
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5 Basic processes

In this section we turn our attention to the semantics of basic processes. In

order examine the behaviour of such processes using our operational semantics

we need to locate them at a specific site. Moreover it is rather obvious that

the choice of this site cannot be ignored. For example, if p = kill` j a, then the

meaning of [p]
`

is different from that of [p]k:

[kill` ja]
`

:

� [τ+a:τ]
`

Y

:

� [τ ja]
`

:

� [kill` ja]k

Another example of this is p = spawn(`; a) jb.

An interesting feature of basic processes is that they determine the semantics

of all located processes; any located process P can be translated into a primitive

processes p such that P uL [p]
?

. (For such a translation to hold generally, we

believe that the use of the immortal location is essential.) The translation is

defined as follows:

([p]
`

)

�

= spawn(`; p) (Pna)� = P�

na

(P jQ)

�

= P�

jQ�

(Ph f i)� = P�

h f i

THEOREM 5.1. For any L, PuL [P�

]

?

Proof. By induction on the structure of P. The proof uses the fact that for any L,

[spawn(`; p)]
?

uL [τ:p]
`

and [τ:p]
`

uL [p]
`

. �

This theorem suggests that it might be appropriate to define a semantic equiv-

alence between basic processes by comparing their behaviour at the immortal

site ?. However this would ignore important behaviour of processes, namely

what they can do when their principal site fails.

Instead we suggest that the semantics of basic processes should be defined

by comparing their behaviour at some arbitrary new locatiion, different from ?.

The following lemmas show that it the choice of new location does not matter.

First a lemma about weak symbolic bisimulation equivalence.

LEMMA 5.2. Suppose that ` 6= ?. Then Pus

ϑ Q implies Pfk

=`g u

s

ϑfk

=`g

Qfk

=`g.

Proof. The proof depends on the following properties of the symbolic opera-
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consider the contextP[�]= if m then [�] else b. The graphs forP[p1] andP[q1] are

given below:

P[p1]

�p1

�
�

�

τm

��

bm

  

A

A

A

A

εk

�'

F

F

F

F

F

F

ak

��

ε

`^k

w�

x

x

x

x

x

x

6u

f`;k;mg
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ϕ;ψ x4.3 Temporal formulae
µ

=)ϕ x4.3 Weak symbolic transition relation (LProc�LProc)

K;L x4.3 Live sequence

jLj x4.3 Length of a live sequence

L

(i) x4.3 ith
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� Local/Global
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