








10 Nobuko Yoshida and Matthew Hennessy

(β



12 Nobuko Yoshida and Matthew Hennessy







18 Nobuko Yoshida and Matthew Hennessy

on part (A).

To derive the judgement it is sufficient to prove that for any w in dom(∆1u

∆2), Γ ` ∆(w)� (∆1u∆2)(w). There are three possibilities for w; it is either

in dom(∆1)\dom(∆2), in dom(∆1)�dom(∆2) or dom(∆2)�dom(∆1). In

the first case we have, from the hypothesis, that Γ ` ∆(w) � ∆i(w) and we

may apply induction (on part (A)) to obtain Γ ` ∆(w) � ∆1(w)u∆2(w) and

the result follows, because in this case (∆1u∆2)(w) = ∆1(w)u∆2(w).

The other two possibilities for w are similar but simpler; the inductive

step is not required.

Parts (C) and (D) are also proved simultaneously, this time by simultaneous







24 Nobuko Yoshida and Matthew Hennessy

An application of the rule (OUT) gives the judgement

x : (int)I; y : (int)O;z : int ` y!hzi : [∆xy ]

where ∆xy denotes the interface fx : (int)I; y : (int)Og. An application of the

input rule (IN), followed by an application of (REP) now gives

x : (int)I; y : (int)O ` � x?(z :int) y!hzi : [∆xy ]

Now we may apply the channel abstraction rule (ABSN ) twice to obtain the fol-

lowing type for the forwarder:

` Fw : (x : (int)I)! (y : (int)O)! [∆xy ]

Let us now see how we can use this typing to assign a type to the process R, also

discussed in the Introduction:

R (= s!hci c?(y : τfw) (y a b)

For convenience τfw denotes the type assigned to the forwarder and let us define

∆R
def

= fa : (
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Subject Reduction; again it may be viewed as a generalisation of Lemma 3.5:

L
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a?(x1 :τ1; :::;xn :τn)P
Γ;π

�!err if Γ 6` [a : (τ1; :::;τn)
I

]� π.

a!hV1; :::;VniP
Γ;π

�!err if no τi s.t. Γ ` [a : (τ1; :::;τn)
O

]� π and Γ `Vi : τi.

P (Γ;a:σ);π

�����!err

(νa :σ)P Γ;(π=a)

����!err

P
Γ;π

�! or Q
Γ;π

�!

P jQ Γ;π

�!err

P Γ;π

�!err

� P Γ;π

�!err

FIGURE 9. Run-time errors

Analysing the hypothesis we obtain

Γ;x :σ` P : [∆1;x :σ ] with Γ;x :σ` [u : (σ)I ] � [∆1 ]� [∆ ] x 62 fv(∆1)

Γ ` Q : [∆2 ] with Γ ` [u : (σ0

)

O

;v :σ0

]� [∆2 ]� [∆ ]

Γ ` v : σ0.

Noting x 62 fv(σ), we can apply (Channel narrowing), Lemma 3.6, to obtain Γ `

[u : (σ)I ] � [∆1 ]. Then we have: Γ ` Γ(u) � ∆(u) � ∆1(u) � (σ)I and Γ `

Γ(u) � ∆(u)� ∆2(u)� (σ0

)

O, which imply Γ ` σ0

� σ.

Using subsumption we then have Γ ` v : σ and so we can apply (Substitution

Lemma), Lemma 5.2, to obtain Γ `Pfv=xg : [∆1;x :σ ]fv=xg. By calculation this

type is [∆1 ]t[v:σ ] and we have Γ` [∆1 ]t[v:σ ]� [∆1 ]t[v:σ0

]� [∆1 ]t[∆2 ]�

[∆ ]. Hence by subsumption we have the required Γ ` Pfv=xg : [∆ ].

5.2 Type Safety

Out typing system is an extension of that for the λ-calculus from [10] and that for

the π-calculus from [22]; consequently it guarantees the absence of the typical

run-time errors associated with these languages. Rather than duplicate the for-

mulation of these kinds of errors, which involves the development complicated

tagging notation, here we concentrate on the novel run-time type errors which

our typing system can catch.

Intuitively Γ ` P : π should mean that, assuming the environment Γ, the pro-

cess P satisfies the interface π. If π is the undifferentiated type proc then, viewed

as an interface, it provides no information. However if it has the form [∆ ] this

means that P can use at most the resources mentioned in ∆; moreover these re-

sources can only be used according to the capabilities they are assigned in ∆.

A simple formalisation of this intuitive idea is given in Figure 9, using a unary

predicate P Γ;π

�!err . The first two clauses are the most significant. The first says

that, relative to Γ, P violates the interface π if it can input on the channel a but the

interface π does not assign any input capability to a
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TYPED BEHAVIOURAL EQUALITY Types constrain the behaviour of processes

and their environments and consequently have an impact on when their behaviour

should be deemed to be equivalent. Typed behavioural equivalences have already

been investigated for various process calculi in papers such as [18, 22, 23, 31].

Similar techniques could be applied to our language, resulting in a new typed

equivalence, where equalities are influenced by the presence of fine-grained pro-

cess types. Investigation of such equivalences is an interesting research topic,

particularly in its application to the refinement of the context equality of [26];

we leave this for future work.

T
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