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this challenge fails. As van Gelder points out, the proposed criterion of causal correlation is insu�cient

as a characterization of the interactive subtleties of the relationship at issue: the arm angle controls the

speed of the engine via the throttle valve; so the arm angle is simultaneously a cause and e�ect in the very

same interaction. This prevents it from qualifying as a representation of the engine speed by the criterion

of one-way causal correlation. In addition, van Gelder stresses that any such correlation between arm

angle and engine speed exists only whilst the entire system is at equilibrium. When uctuations in load or

pressure occur, the neat correlation between the two variables no longer exists, yet the governor continues

to function admirably; and, moreover, these periods of non-equilibrium are the most important. Therefore,

the temporary correlation between arm angle and engine speed cannot play any key explanatory role.

If the complex interaction under investigation is beyond the explanatory reach of the representationalist,

how should it be described? Van Gelder's answer comes from the language of dynamics. The relationship

between the centrifugal governor and the engine (and, thus, between arm angle and engine speed) is one

of dynamical coupling. Such a relation obtains when two separable dynamical systems are bound together

in a mathematically describable way, such that, at any particular moment, the state of either system �xes

the dynamics of the other system. Earlier, I de�ned a dynamical system as any system for which we can,

in principle, provide a state space evolution equation describing how the values of the state variables of the

system change with time. Other values in such an equation specify quantities which a�ect the behaviour of

the system without being a�ected in turn; these are called the parameters of the system. In formal terms,

the coupling of two dynamical systems means that some of the parameters of each system either become,

or become functions of, some of the state variables of the other. In the current example, a parameter for

the governor is e�ectively a state variable for the engine, and vice versa (see table i).

TABLE i.

-------------------------------------------------------------

DYNAMICAL COUPLING AND THE WATT GOVERNOR

_____________________________________________________________

Parameter State Variable

_____________________________________________________________

Watt Governor Engine Speed Arm Angle

Steam Engine Setting of the Engine Speed

Throttle Valve:

Directly dependent

upon arm angle

_____________________________________________________________

Given two coupled dynamical systems, X and Y, as X changes state, the dynamics of Y will change.

This change in the dynamics of Y will, in turn, feed back into the dynamics of X, and so on. E�ectively,







and computation which just cannot be applied to the centrifugal governor.

So van Gelder's claim, that the orthodox framework is inappropriate for analysing the interactive

subtleties present in the example of the Watt governor, seems to be safe. The crucial step of transferring

the same conclusion to the case of cognition rests on the insight that the behaviours of the di�erent

devices (governors and cognizers) are equivalent in the sense that both the governing task and cognitively

driven human behaviour inherently involve subtle interactions with constantly changing environments.

Van Gelder's polemic against the computational analysis of the Watt governor amounts to the charge

that traditionalists cannot explain that system's situatedness (the way in which it is embedded in its

environment). In this context, the relative simplicity of the governor works in the dynamicist's favour.

Assuming that both of the situated behaviours have the same fundamental character, if the traditional

style of explanation fails for the Watt governor, it's just bound to collapse in the face of the complexity

displayed by cognitive systems and, therefore, will fail to explain their situatedness too.
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4 The Status of Time in a Cognitive Theory

Van Gelder claims that there is \an important sense in which time does not matter in the operation of the

computational governor" (p.8). What does this mean? In this section, I shall endeavour to unpack van

Gelder's temporality argument.

Obviously, there is a practical constraint on the computational governor; i.e., it must be successful in

its functional niche. Consequently, whatever the necessary sub-tasks turn out to be, they must occur in

the right order and happen su�ciently fast. This requires decisions regarding the choice of algorithms and

hardware. But, according to van Gelder, these are pragmatic implementation-details, beyond which

...there is nothing which dictates when each internal operation takes place, how long it takes

to carry out, and how long





in the speed of the ywheel caused by some uctuation in load or pressure. Such observations support

the hypothesis that dynamical systems theory is the most appropriate vocabulary in which to analyse the

behaviour of the centrifugal governor. In dynamical coupling, remember, the linked systems evolve together

through time. Hence van Gelder's conclusion that \the temporality of the centrifugal governor is that of

the engine itself" (p.9).

Van Gelder is surely right both that cognitive science needs to rethink its attitude towards temporality,

and that the likely result will favour the dynamicist. No cognitive agent can be understood without

some notion of real-time interaction with an environment, and dynamics, as the science of change, has



The �rst sub-hypothesis requires some clari�cation. On van Gelder's picture, the Watt governor usurps

the Turing Machine as the conceptual anchor for cognitive science. It does so because it �xes the class

of non-computational dynamical systems, and not because the level of dynamical complexity is equivalent

for both governors and cognizers. Van Gelder is perfectly clear on this point (pp.36-37). The dynamical

properties of cognitive systems are, of course, far more complex than those of the centrifugal governor. (In

section 7 of this paper, I shall explore the nature of cognitive dynamics, arguing, along the way, that the

increase in dynamical complexity buys the cognizer a certain sort of independence from her environment.

The centrifugal governor does not enjoy such independence.)

The traditionalist is not �nished yet. \Look," she says, \I grant you dynamicists that the nervous

system is (probably) a dynamical system of the sort you describe. If we are talking neurophysiology you

have a point. At that level of description, you are most likely correct; human beings are dynamical syst-

ems. But that doesn't prove to me that cognition is best described as state space evolution in dynamical

systems."

How might the dynamicist respond? Two possible responses take the form of appeals to current

empirical research in cognitive science. However, despite the tactical similarity, the two appeals should be

kept apart. The �rst cites a growing body of empirical



6 The Dynamics of Situatedness

Autonomous agents are fully integrated, self-controlling, active systems which, while in continuous long-

term interaction with their environments, behave so as to achieve certain goals. Physical autonomous agents

| such as people, animals, insects and autonomous robots | are necessarily embodied, and inextricably

situated. Cognitive architectures can be thought of as the control systems for su�ciently complex situated

agents (cf. (Harvey et al., 1993)). There now exists a breed of autonomous agent researcher which refuses



the foundations of cognitive science may be in the air. But something has been missing from my discussion.

Aside from a few remarks, details of the new path to the cognitive holy grail have been conspicuous by their

absence. The traditionalist is owed at least a sketch of the dynamical alternative. It is time to discharge

the debt.

7 Where We Go From Here

Along with van Gelder and Beer, I wish to conceptualize an agent and its environment as two coupled

dynamical systems. How might we esh this out? Consider Beer's dynamical framework for autonomous

agents (Beer, 1992). A (the agent-system) and E (the environment-system) are coupled via two functions,

S (environmental state variables to agent parameters) and M (agent state variables to environmental

parameters). As an approximation, S can be thought of as sensory input, and M as motor behaviour,

although Beer is clear that the scopes of these two functions are not necessarily resticted to what are

normally thought of as sensory and actuation channels. They are supposed to capture any e�ects which

one of the systems can have on the future trajectory (state space evolution) of the other. In the rest of

this section, I shall investigate the character and consequences of this picture of autonomous agents and

their environments, with particular emphasis on those most complex of autonomous agents, cognizers.

Earlier in this paper, I characterized coupling as a relationship in which two systems evolve together

through time in a continuous process of feedback and mutual interaction. I propose that dynamical coupling

is the fundamental mechanism of situatedness. As a result, agents and their environments become, in some

sense, inseparable. In fact, it should be said that they stand in a relation of cospeci�cation (cf. (Varela et al.,

1991)). This view is supported by Beer's observation that whilst it is useful, under certain circumstances,

to think of the agent and its environment as separate but coupled dynamical systems, it is equally valid

to redescribe the coupled agent-environment system as one larger dynamical system in which the observed

patterns of interaction between the agent-system and the environment-system are properties of that larger

system (Beer, 1992). So the decision to draw the line between agent and environment is inherently revisable.

Furthermore, if a division is imposed, where the dividing line is drawn is, itself, a matter of choice. To my

mind,
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) Structural instability ensues when a small perturbation results in a qualitative change in the total

dynamics of the system. By their very nature, structurally unstable dynamics will tend to be ephemeral.

As observers, we may choose to distinguish any number of dynamical cognitive systems and sub-systems

at varying levels of abstraction, depending upon the properties (state variables and parameters) we decide

to be of current interest. On grounds of overall behavioural coherence, it seems likely that



time slices of the system under investigation (change in parameters = 0), and gradually piece together an

overall picture of the way change in the system is changing (Beer, 1992).
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So I'm prepared to bet that cognitive agents viewed as dynamical systems display a strong tendency to-

wards structural stability, and exhibit highly complex internal dynamics. On the basis of these hypotheses,

and accepting Beer's picture of the way in which two coupled systems a�ect one another's future trajec-

tories, it seems that `being coupled' does not mean `being at the mercy of every environmental change'.

However, this recognition is perfectly consistent with the view that the behaviour of a cognitive system

cannot, in any �nal sense, be explained in isolation from the dynamics of the environment in which that

agent is situated. Behaviour is a feature of a system in which an environmentally-embedded agent and

an agent-embedding environment evolve together through time, in a process of mutual and continuous

feedback.

It is time to remind ourselves of the charge against which the last two sections of this paper have been a

defence. In section 5, our hypothetical traditionalist accused the dynamicist of doing a �ne job of theoretical

neuroscience, but missing cognition altogether. Some traditionalists might argue that my preferred defence,

based, as it is, on a research programme which currently studies relatively simple systems, supports, rather

than disposes of, that criticism. This would be justi�ed if my defence of dynamicism rested on the levels of

behavioural complexity demonstrated at present by robots (real or simulated) which have been developed

by the adaptive behaviour community. But this is not the case. Here's a reconstructed summary of my

argument:

1. Real cognitive agents are necessarily both situated and embodied. (In the case of animals, `embodi-

ment' is understood as referring to sensorimotor capacities.)

2. Cognitive architectures are the control systems for the situated activity of su�ciently complex em-

bodied agents.

3. Thus, cognition cannot be studied e�ectively in isolation from situatedness and embodiment. (Or-



framework is ultimately a matter for empirical research to decide, and Beer is often rather measured in his

attacks on traditionalism. But I, for one, bet in favour of the view that traditional styles of explanation

will become increasingly marginalized as the �eld of adaptive behaviour reaches maturity.

8 Summary

In this paper, I have defended the emerging dynamical approach to cognitive science. The space of possible

dynamical systems is immense, and representational/computational systems �ll one tiny corner of that

space. There is mounting evidence that explanations couched in the vocabulary of representations and

computations are far too restrictive to account for the behaviour of cognitive systems. The most compelling

arguments for a more general, dynamical perspective come from the study of the adaptive behaviour of

situated, autonomous agents. Once situatedness and embodiment are �rmly on the agenda (as opposed

to being tucked away as the sort of `any other business' which always gets left until the next meeting),

dynamical systems theory looks to be the most promising theoretical language in which to conduct cognitive

science.
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