


F = log
V

U

where V is the long term variance of the unit, and U is the short term variance. By maximising F , we

will jointly maximise the long term variance of the unit’s output and minimise its short term variance. (The

log function is used so that the derivative of F is easy to compute - see Appendix A.)

This learning method was used by Stone in a feedforward network presented with a sequence of one

dimensional random dot stereograms. Each input was a pair of random dot stereograms, with the disparity

between the two images varying in a sinusoidal fashion over time. The learning method was used to

maximise F for the one output unit. After learning, the output of the network was highly correlated (r >

0:97) with the disparity between the images.

The work presented here uses the same learning method to a similar problem in the spatial domain.

Rather than having a sequence of images presented to the network over time, we have one large image

where the disparity varies smoothly over the image. Additionally, instead of having one output unit, we

now have an array of output units, and the learning rule is now applied to maximise F over all of the output

units.

For brevity, the temporal model described by (Stone, 1995) will be called the ‘temporal model’, whereas



network. The output of the shared network was then copied into the appropriate part of the array of virtual

output units.

For example, let the two input images be 500�1 pixels, and the input layer contain 5�2 input units.

Both input images are therefore broken up into 100 patches of size 5� 1. Patch n from both eyes is

presented together as input to the network. The network computes the output of the network, and this
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Figure 7: Results of testing the 2D network on a novel image pair. Left: Array of disparity values between

the novel image pair. Right: Array of network outputs. The correlation between the disparity and the output

is 0:890.
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