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Biographical Information

Zahra Al-Rawahi is currently a Ph.D. student in the School of Cognitive and

Computing Sciences at University of Sussex. She is working in applying Gard-

ner’s theory of Multiple Intelligences in connection with the Cognitive Appren-

ticeship approach in designing computer-assisted learning tools for medical stu-

dents. She obtained a BSc. degree in Physics from Sultan Qaboos Univer-

sity (Sultanate of Oman) and then went on to a Masters degree in Education

(Computer-based learning) from New Mexico State University (US) in 1995.

She also worked for two years in medical physics and in laboratory teaching.

Saleh Al-Shidhani graduated in 1992 with a BSc. degree in Physics from the

Sultan Qaboos University (SQU). He finished a Master’s degree in Astronomy

in 1996 at Sussex University. He is currently working towards his Ph.D in

CSAI. His research interests spread across several interdisciplinary fields in-

cluding HCT, ILE/ELE, AI in education, cosmology,...etc

Saleh Al-Shidhani

Adnan M. Al-bar obtained a Bsc degree in Computer Science from King Abdu-

laziz University in Jeddah, Saudi Arabia in 1990. He then went on to complete

an Msc degree in Computer Science in the area of software engineering at The

George Washington University, Washington DC, USA in 1997. His research

interests include distributed systems, OOP and network programming.

Adnan Al-bar

James Allen graduated from Loughborough University in 1998 with a 2.1 in

Human Psychology. He then worked in a shoe shop for 3 months. He subse-

quently completed the Autumn term at The University of Sussex studying for a

Psychology M.A., but transferred to a D. Phil in Psychology in January 1999.

He is also a DJ on Brighton Palace Pier.

James Allen
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Tudor Jenkins studied for a BA in Artificial Intelligence at Sussex University

from 1992 to 1995. He began his DPhil in January 1998.

Tudor Jenkins

Kristy Lascelles went on to study Psychology BSc at the University of York

straight after obtaining A-Levels in Chemistry, Biology, Psychology and Gen-

eral Studies. She graduated with a 2:1 in July 1999 just after she began her

Research Fellowship and DPhil in Evaluative Conditioning at the University of

Sussex.

Kristy Lascelles

KK Lau studied Mechanical Engineering at the Hong Kong University of Sci-

ence and Technology. He then spent 2 years in the manufacturing industry after

which he returned to study Psychology at University of Durham in 1997. In

1999, he joined the Psychology group of COGS in the University of Sussex.

KK Lau

Ann Light is part of the Human Centred Technology (HCT) group in COGS,

in the final year of her doctorate on the perception and use of interactive com-

ponents on websites and how they mediate user/producer relationships. Before

starting this, she took the KBS MSc at Sussex and many years ago she com-

pleted an English degree here too. She has worked as a teacher and a journalist.

Ann Light
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Nuno Otero studied Psychology at Instituto Superior de Psicologia Aplicada,



Andrew Philippides studied pure mathematics at King’s College, Cambridge.

After a year off he came to Sussex and did an MSc in Knowledge-Based Sys-

tems. He then had another year off before starting his DPhil a



I did a first degree in Software Engineering at UDLA, Puebla, Mexico. Then it

all started to go wrong, I did an MSc. in Knowledge Based Systems at Edin-

burgh University, and to make things worse I ended up doing a DPhil at Sussex

University.

Despite my hopeless late vocational choices, there was a time when I had clear

goals. Back in Mexico I worked as a taxi driver and door-to-door salesman

among other sensible jobs.



Tom Smith studied Natural Sciences at Cambridge University (1991–1994) spe-

cialising in Theoretical Physics. He worked for two years in reasearch groups

based at Oxford University, Royal Free Hospital School of Medicine, Institute

of Education and OFSTED before taking the MSc in Knowledge Based Sys-

tems at Sussex University (1996–1997). He is currently in the first year of his

DPhil, after one year working with Dr Phil Husbands on biologically-inspired

approaches to neural networks.

Tom Smith

Helen Startup completed a degree in a Applied Psychology from the University

of Sussex in the summer of 1997. She is currently undertaking a DPhil with

Professor Graham Davey, exploring the psychological causes of catastrophic

worrying.

Helen Startup

Andrew Stevens completed his undergraduate degree in Computer Science at

the University of Sussex in 1995. After two years of working as a Software

Engineer he returned to Sussex to start a DPhil., specialising in compiler opti-

misations for Java. He is about to enter his third year of studies and hopes to

finish his research next year.

Andrew Stevens

Sian Williams graduated from Nene College, Northampton in 1996 with a II:i

in Behavioural Science. She then worked for a year to finance a year travelling

through South-East Asia, Australasia and the Pacific Islands. She is currently

going into her second year of a DPhil in COGS for which she receives a demon-

strator bursary.

Sian Williams

8



Virtual Hospital Round: A Cognitive Tool for Clinical Teaching

Zahra Al-Rawahi

zahraar@cogs.susx.ac.uk

School of Cognitive & Computing Sciences

This paper investigates the use of an intelligent

tutoring system to overcome problems with clinical

teaching. Although, there are a number of medi-

cal diagnosis expert systems which have been de-

signed to help medical students and medical prac-

titioners in deciding about diagnosis, little of these

systems studied students difficulties with clinical

diagnosis. This paper will report on some of these

problems such as: the anchoring problem, forcing

the diagnosis and endless enquiry.

Whilst a number of systems have been de-

veloped based on a cognitive apprenticeship ap-

proach, and a significant body of research has been

carried about learning with multiple representa-

tions, nothing is known about the effectiveness of

multiple intelligences (MI) on students’ learning.

To address this, a prototype was built and some

experiments will be performed to study the effec-

tiveness of MI in comparison with multiple rep-

resentations. Gardner’s theory of Multiple Intelli-

gences and cognitive apprenticeship approach have

influenced the design of the Virtual Hospital Round

(VHR). The VHR is a practice based learning tool

in Cardiovascular diseases.

The VHR prototype allowed for a unique blend

of intelligences (learning styles) in each student,

and assessed their development. It enabled stu-

dents to explore a topic according to their learn-

ing styles preferences but simultaneously encour-

aged them to conduct their interaction on a more

systematic basis. Also as both approaches used in

VHR are based on the belief that learning generally

takes place in the context of social interaction, we

are going to study students’ ability to transfer their

learning through sharing their experience by being

a reviewer or a critic of each other’s learning.
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tial as a framework for the cosmic simulator but

at the same time the model implementation is very

demanding on codes to achieve a reasonable level

of interactions, discussion, response analysis, and

adaption. As a result the implementation of such

system for addressing the conceptual understand-

ing of a complex domain requires a lot of time and

efforts.
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Distributed Directory Services for Active Network

Adnan Al-bar

aalbar@cogs.susx.ac.uk

School of Cognitive & Computing Sciences

Here is a very general idea of what is my re-

search interest is all about.

The first time I was exposed to network operat-

ing system was 7 years ago when I and a colleague

tried to setup a network for the Telecom college in

which we were both teaching. We installed Nov-

ell 3.11 as our network operating system. We had

a lot of trouble trying to figure out what is going

on. Since then, I got interested in networking in

general and network programming in specific.

Now, here I am in the School of Cognitive and

Computing sciences, Cogs, trying to study and re-

search on an advanced topic in network program-

ming. I am interested in distributed directory ser-

vices and active network. How can we use active

network to improve directory services over our net-

works. In another word, how active network can

improve distributed directory services?.



Unconscious processing in anxiety and the repressive

coping style

James Allen

jamesa@cogs.susx.ac.uk



3 What I aim to achieve (probably in the

next year)

3.1 Experiment 2: Unconscious process-

ing of anxiety related words using an

Affective Priming Paradigm (APP).

Allen and Davey (1999)

I have just finished writing a specification for an

APP experiment. The design of the experiment

borrows heavily from the work of Hermans, De

Houwer & Eelen (1994), who employed an affec-

tive priming paradigm. The authors replicated the

procedure employed in the seminal paper of Fazio,

Sanbonmatsu, Powell & Kardes (Fazio, Sanbon-

matsu, Powell, & Kardes, 1986) who demonstrated

that the time needed to evaluate target words as

positive or negative decreased if they were pre-

ceded by a similarly valenced prime word, but in-

creased when preceded by a prime of opposite va-

lence. The authors related the findings to Bargh,

Chaiken, Govender & Pratto’s (Bargh, Chaiken,

Govender, & Pratto, 1992) allegation that the au-

tomatic activation effect is a pervasive and uncon-

ditional phenomenon.

The current experiment will use anxiety related

words (e.g. personal and social threat, positive,

negative and neutral words). It is unknown whether

REPs will maintain their defensive strategies and

act similarly to the LA or whether REPs will be-

have similarly to HA. To clarify a possible discrep-

ancy between unconscious processing of anxiety

and physiological reactions, a heart rate monitor







A Comparative Approach to Language Trained Apes and

Self-Organising Language Games. Steps to Building

Perceptual Symbol Systems - or Tudor’s Dream (Jenkins,

1999)

Robert Clowes

robertc@cogs.susx.ac.uk

School of Cognitive & Computing Sciences

My research starts from the premise that sym-

bol systems derive their particular nature from be-

ing simultaneously communicative and cognitive

(Vauclair, 1997). A hypothesis I attempt to eval-

uate through the prisms of cognitive ethology, situ-

ated robotics and language trained apes. The hope

is to provide some empirical evidence for this hy-

pothesis by modelling communicative perceptual

symbol systems with simulated and robotic agents

using inspiration from ape language training re-

search. Preliminary work exploring this hypothesis

is discussed.

Traditional AI is largely concerned with the

properties of physical symbol systems and how

researchers have tried to use them to build cog-

nitive systems with such properties as inferential

power, productivity and the ability to formulate

truth conditional propositions; in other words hu-

manlike systems. Modeling these systems has run

into a number of problems however. A primary

problem with these symbol systems has been, be

that through transducing knowledge from sensory

apparatus into symbols, grounding it back again

in motor activity, or reasoning with any degree of

alacrity about anything other than toy scenarios.

Parallel to the history of AI the semiotic tradi-

tion which finds it origins in the work of Peirce and

Saussure, tries to explain symbols systems not pri-

marily as cognitive systems but as systems of rep-

resentational communication. The question I am

trying to tackle is whether the theoretical account

of these communicative symbol systems can pro-

vide new insight into the grounding of cognitive

symbol systems. One way of looking at these sym-

bol systems is to look at the borderline cases, and

apes are a good example.

Much recent literature in ape language training

has focused on what types of communicatory sys-

tems it is possible to teach apes. First of all are

these systems symbolic, and then, do these newly

taught communication abilities enable other cog-

nitive abilities, enhancing perhaps problem solv-

ing strategies or the voluntary direction of atten-

tion. The various possibilities about what might be

going on here are complex and contentious, but a

major hypothesis is that learning a symbolic com-

munication system may allow the representation of

knowledge in a new and more abstract represen-

tational structure (Premack, 1983). Perhaps these

proto-words we find that have been taught to apes

are in effect mind tools (Dennett, 1996); ways of

building symbolic processing capacity.

Recent work at the VUB AI lab and the Sony

Research Laboratories in Paris, under the direc-

tion of Luc Steels have attempted to model some

of the ways these types of communication games

can be born, in communities of simulated and

robotic agents (Steels, 1996a, 1996b; Steels &

Vogt, 1997). The main drive behind these exper-

iments is to show that an ontology and a commu-

nicatory system can mutually bootstrap each other

into existence; the process by which this happens

having been called discrimination, and language

games. The dynamics of these games allow the

agents to bootstrap both a referential communica-

tion system and share a grounded representational

system which encodes facets of the world which

they inhabit.

The robots and the apes are of very differ-

ent behavioural and cognitive orders; and we must

be careful about drawing false parallels, yet there

seems nonetheless to be some value in adopting

a comparative approach. Particularly in using the

ape research to indicate how we might begin to in-

culcate some sort of symbolic order in the work

on agent simulations. I intend to exploit these par-

allels to push the agent modelling work forward.

Particular research focuses are how syntactic struc-

tures may build from symbolic reference (Savage-

Rumbaugh, 1986) and how these may be used to

enhance comparison operations that unaugmented

apes seemingly can’t achieve (Premack, 1986).
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The Reflection Assistant: Improving Reflection and

Metacognitive Skills in Interactive Learning Systems

Claudia Gama

claudiag@cogs.susx.ac.uk

School of Cognitive & Computing Sciences
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Figure 1: General Architecture of the Reflection Assistant

in the domain of aphasiology. In P. Brna,

M. Baker, & K. Stenning (Eds.), C-lemmas

roles communicative interaction in learning

to model in mathematics and science.

Derry, S. J., & Hawkes, L. W. (1993). Local cogni-

tive modeling of problem-solving behavior:



The Role of Cognitive Distortions in the Perpetration of

Sex Offences

Theresa Gannon

theresag@cogs.susx.ac.uk

School of Cognitive & Computing Sciences

1 Introduction

A major component inherent in theories of sex of-

fending is that of cognitive distortions’. This was

a term coined by Abel, Becker, and Cunningham-

Rathner (1984) which they use to refer to the jus-

tification of behaviour typically displayed by child

sex offenders. Examples of cognitive distortions’

proposed by Abel et al. (1984) include the follow-

ing:

� The lack of physical resistance of a child in-

dicates a willingness to engage in sexual re-

lations with an adult.

� The sexual interaction with an adult is edu-

cational for the child.

� Children do not tell others about the secret

activity because they enjoy it.

� No harm to the child is brought about

through merely fondling the child.

� Children’s questions about sex are really an

indication that the child would like to engage

in sexual relations with the adult.

� Child-adult sexual relations will be accept-

able to society in the future.

Many current treatment programs for child sex

offenders actually attempt to alter this distorted

thinking. Indeed, Morrison, Erooga, and Beck-

ett (1994) argues that cognitive-behavioural treat-

ment is the most popular method of treating child

sex offenders in the UK. The primary aim of this

treatment is to eradicate the offender’s distortions

through educating offenders on the connections be-

tween distortions and behaviour, challenging the

distortions and engaging in role reversal exercises.

Although cognitive distortions’ are continually

targeted in therapy, very little is known about the

offender’s cognitions. A key problem, still unre-

solved is separating out what sex offenders actu-

ally believe as opposed to what they say. One of

the main problems with the theory of cognitive dis-

tortions’ is that existing evidence in favour of such

distorted cognitions is based upon clinical observa-

tions of such justifications during assessment (e.g.

Abel et al. (1984)). To date, there are no stan-

dardisable procedures for assessing convicted sex

offender’s beliefs. Indeed, it is possible that cogni-

tive distortions’ may actually be the end product of

sexual offending as opposed to the cause and main-

tenance of it.

Memory is an important aspect of self, which

provides valuable insight into underlying cognitive

structures. Bartlett (1932) was the first to illustrate

that the recall process did not support the previous

assumption of a rigid and lifeless trace (Oldfield,

1954). In a series of experiments requiring subjects

to recall a passage created from a differing cultural

perspective, it was concluded that literal recall was

only produced in exceptional circumstances.

Further evidence suggesting that misremem-

bering is a natural and informative process is pro-

posed by Neisser (1981). Neisser conducted a de-

tailed case study on the memory of John Dean

who was counsel to President Nixon during the

Watergate scandal. A comparison of Dean’s tes-

timony with recorded conversations revealed that

Dean’s memory was a mixture of systematic dis-

tortion and basic accuracy. Neisser’s study reveals

that even when Deans’s statements were inaccurate

there was a strong sense that he was being truthful.

A comparison of Dean’s testimony with the tran-

script for the particular meeting of September 15

1972 illustrated that Dean’s testimony of the meet-

ing was not true’ on comparison with the actual

conversation. For example, Dean recollects that

the president asked him to sit down and compli-

mented him on doing a good job, however, the

transcript reveals no such conversations. Neisser

(1981) comments that cross examination of the tes-

timony indicated that Dean was doing the best he

could to be honest so where did these memory dis-

tortions originate?
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An Interactive 3D Learning Environment for Protein

Chemistry

Miguel Garcia

miguelga@cogs.susx.ac.uk

School of Cognitive & Computing Sciences

Abstract Students of introductory

chemistry courses learn intricate

three-dimensional organic molecules,

especially amino acids and pro-

teins, through abstract representa-

tions. Traditional techniques for

teaching molecular chemistry still

have some limitations. This research

project, which is currently in progress,

poses the development of a 3D tutor-

ing system, which will involve virtual

environments (VE) technology and an

intelligent agent for teaching basic in-

formation on amino acids and pro-

teins.

The main purpose of this research

project is to assess the presence and

interaction between the student and

a virtual learning companion which

will be a simulated pedagogical agent

within the virtual environment. Both

student and companion will person-



agent that will reside within the VE world. It will

give support and guidance to the student in con-

structing and inspecting a virtual molecule. Thus,

a research study will be conducted to assess the ef-

fectiveness of a 3D learning environment for pro-

tein chemistry, involving a simulated agent that

will act as a student companion with equal or more

knowledge on the topic than the real student.

3 The Implementation of an Intelligent

Tutoring System and a Learning Com-

panion

An intelligent tutoring system (ITS) can be defined

as a computer system based on artificial intelli-

gence techniques that tutor a student on a specific

knowledge domain (Preece et al., 1994; Yazdani,

1987).

As Chan and Baskin (1988) commented, a

Learning Companion System (LCS) is the equiv-

alent to an intelligent tutoring system (ITS),

whereas the LCS involves a pedagogical agent, or

learning companion. The agent can learn from the

real student, and also the student can explain con-

cepts to it (hence, the student learn by teaching).

Both the student and the learning companion are

engaged in solving problems proposed by the tu-

toring system, exchanging ideas and strategies on

how to solve them. The learning companion can be

weak or strong, depending on the extent of knowl-

edge that the agent has on the domain (Ramirez-

Uresti, 1998). Also, the theory of Constructivism

will be addressed as a guiding philosophy (Bruner,

1960).

4 Methods

In order to collect information on participant’s ac-

tions and motivation in the research experiment,

four methods can be used: questionnaires, oral

tests, video recording, and the sensing of the par-

ticipant’s movements within the virtual world.

5 Conclusion

This paper has presented an outline of a doc-

toral research project, which is relevant to the

state-of-the-art Artificial Intelligence and Human-

Computer Interaction research. The proposed

project explained in this paper needs further refin-

ing. Specialists and teachers on molecular chem-

istry will be consulted with suggestions concern-

ing to information on the domain that the tutoring

system will address.
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An Introduction to Networks

Rory Graves

roryg@cogs.susx.ac.uk

School of Cognitive & Computing Sciences

Abstract Networks like computers

are thought of as very complex. And

yet, in reality computers and networks

just appear complex by doing lots of

very simple things very fast. This pa-

per gives a brief introduction to net-

works and how they work using a road

network as a metaphor.

1 Introduction

To explain the workings of networks such as the

Internet, I am going to start with a very simple





Artefact Reconfiguration for Extended Groupwork

John Halloran

johnhall@cogs.susx.ac.uk

School of Cognitive & Computing Sciences

Note: The issues in this short paper are more

fully discussed, and referenced, at: http://www.

cogs.susx.ac.uk/users/johnhall/UG.html

1 Overview

My research is motivated by the need to under-

stand how web-based computer artefacts are used

to support extended groupwork - groupwork which

is one-off, relatively unstructured, and extempo-

rary - and how the artefact can be reconfigured to

better support such work. Artefact reconfiguration

means redesign of the computer application, cus-

tomization, or training. I am working on a version

of Activity Theory (AT) built around the concept of

the activity space to analyse artefact use in the do-

main of student groupwork. This framework can

be used to indicate what sorts of reconfiguration

should take place.

2 The Activity System

Student groupwork is a domain in which we are

unable to predict or specify exactly how artefacts

will be used. AT is recognised as a potentially

useful conceptual framework for analysis since it

provides a holistic approach to development of ac-

tivities in the context of which artefact use can be

understood.

In AT, examples of groupwork can be treated

as activity systems. An activity system features a



Figure 1: Activity System

means we can only understand artefact use and

think about reconfiguration given a characterisa-

tion of the whole activity space and the contradic-

tions within it. Applying the concept of the activity

space also requires us to take an intentional rather

than cultural-historical perspective dedicated to

characterising contradictions not as developmental

anomalies but as mismatches between what the dif-

ferent subject groups within the activity space are

attempting to achieve.

3 Example case study

Research was carried out on groups of students

undertaking compulsory undergraduate groupwork

as part of a software design and evaluation course

and using Lotus Notes, a messaging system with

shared space for document storage, to support their

work. Tutors pointed out that use of Lotus Notes

was accessible to them, and material there would

be used to assess group management. The course

was mapped as an activity space. As a first-time

activity, it does not have a grounding in history.

A basic contradiction was found: students wished

to maintain privacy while minimally observing the

guidelines on Lotus Notes use; tutors hoped for

full, elective use of this system, which would be

accessible by them. Thus, there is no common ob-

ject; and the subject is not collective because the

different subject groups are oriented to different

objects. These contradictions propagated to me-

diation. There was a conflict between the use of

Lotus Notes and the teaching network. In order

to satisfy course guidelines, some materials had

to be inspectable on Lotus Notes. But to pre-

serve privacy and save work (since Lotus Notes had

to be learned), the teaching network was chosen.

The teaching network did not allow inspectability

where this was needed either by the tutor group,

or by other students in the same group, necessitat-

ing the creation of special shared spaces on the net-

work. Thus extra work was created both in terms of

creating new functionality on the teaching network

and in needing to make inspectable postings to Lo-

tus Notes. Thus, neither system supported student

objects; or tutor objects, and neither is an evolved

artefact, because it is not fitted to a common ob-

ject or a collective subject. This also implies that

there is not close coupling. This context makes

it difficult to discern the set of rules, community,

or division of labour which characterise an activity

system and are associated with close coupling. We

can begin to see, then, how distributed contradic-

tions in an activity space can explain artefact use;

and we can refer to the activity as an incongruent

activity space.

Using the concept of the activity space implies

considering the entire space when attempting to re-

configure the artefact. This means attempting to

remove or lessen the contradictions between sub-

jects, objects, and mediation. Thus we need to im-

prove Lotus Notes functionality in terms of, for ex-

ample, a better front end for categorization of mes-

sages and support of threading. However, we also

need to consider network congruence. Changes

to Lotus Notes as an artefact should respect the

need for students to use the teaching network in

tandem with it; finding ways to notify of postings,

and to offer file transfer between the two systems.

Such changes, however, imply a need to reduce ob-

ject contradictions. Tutors might need to drop the

requirement for inspectability, and concentrate on

promoting groupwork through useful software (the

creation of special shared spaces on the teaching

network is an example of students’ need to do this).

Inspectability could be made voluntary: students

could be asked to produce evidence of group man-

agement and shared work optionally rather than

compulsorily including material on Lotus Notes.
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Figure 2: Activity Space

4 Conclusion

Extended groupwork has properties which mean

we have to consider it as a pre-systematic space

which must be characterised in terms of its contra-

dictions in order for artefact reconfiguration to be

undertaken. The concept of an activity space can

be used to make this characterisation and indicate

what contextual issues are involved and should be

considered. The approach means that an artefact

perspective is likely to be insufficient: we need to



Evolving Communication Mechanisms in a Complex

Environment

Tudor Jenkins

tudorj@cogs.susx.ac.uk



restrictions on the range of vocabulary available to

agents. Populations of these robots are placed to-

gether in a maze environment where they were free

to navigate around, collecting resources and return-

ing them to a base area which causes an augmenta-

tion of their fitness level. This fitness level is then

used on a periodic basis by a genetic operator.

The maze environment started in its simplest

form as a T-junction with resources placed period-



2 General remarks

The development of faculties required for commu-

nication needs to be integrated with many other ar-

eas of agent control mechanism. To find suitable

conditions for achieving this, one has to look be-

yond the act of communication to create function-

ality that might then have a role in this behavior.

The idea of developing agents with complex lin-

guistic capabilities is not the goal of this work. As

a mobile robot designer working within the SAB

paradigm might start simply with any motion, fol-

lowed by more efficient movement then consider

directional capability etc., so too must this work

address more fundamental aspects of communica-

tion. Linguistic capabilities are a distant horizon

and without the development of primitive com-

munication skills first including the acquisition of

grounded symbols, the building blocks will not be

in place for such grand schemes.
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My research study focuses on the uses of di-

agrammatic representation in information. While

the uses of language have been investigated in lin-

guistics for a long time, the uses of diagrams has

not been systematically explored. My present re-
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1 Introduction

The functions offered by websites have increased.

With this increase has come a range of entry

devices allowing users to specify their needs so

sites can respond appropriately. These devices are

clearly interactive - in that the behaviour of users

affects the response they receive - but this is not

the point and click’ interactivity of following links.

So is there a change in the quality of interaction

going on? And, if so, which constructs might be

appropriate for describing and exploring users’ be-

haviour in these new contexts?

This paper puts forward evidence that users go

about their business on websites with two levels of

awareness:

� that of the interface,

� and, when users become involved in entering

text, that of the social context beyond the in-



prompting by reviewing the task on video and con-

cluded that retrospective questioning was the best

means of getting the accounts. Vermersch’s explic-

itation interviewing technique

To this end, we adopted the interviewing tech-

nique developed by Vermersch, and used for sev-

eral years to evoke cognitive processes retrospec-

tively, particularly in the French educational sys-

tem. (For a description of the technique, see (Ver-

mersch, 1994, 1999; Depraz, Varela, & Vermersch,

1999)).

Design of study 20 Web users were interviewed

who had entered text into a site of their choosing.

Search sites, such as Excite, were excluded. This

produced nearly 12 hours of audio interviews for

analysis.

Participants This were chosen as familiar users

of the Web, and demographically typical of ‘ex-

perienced’ users according to the latest GVU sur-

vey (GVU, 1998), with a larger ratio of women.

All participants were European English speakers.

Participant roles used in the analysis Applied

from Levinson we used ‘target’ ‘ratified’ and ‘un-

ratified’ recipients to describe categories of ad-

dressees. We also used the term ‘producer’ in a

different sense to Levinson, to mean the originator

of the website.

Transcription notation





3D Virtual Environments and Learning

Nuno Otero

nunop@cogs.susx.ac.uk

School of Cognitive & Computing Sciences

The research that I intend to pursue concerns

to the assessment of 3D virtual environments use-

fulness for learning. In particular, I am focusing

on the different forms of visualising and manipu-

lating graphical representations that this technol-

ogy allows and its relations with conceptual learn-

ing. There has been much hype in education about

these technologies but the validation of the bene-

fits is still not established, and typically, the re-

search only takes the form of comparative stud-

ies. Little structured cognitive analysis has been

carried out to explain the real advantages of ap-

plying VE’s to learning. Moreover, it seems that

there is a big gap between the investigations about

interactivity properties/design principles of virtual

environments and its use to support learning.

This research will try to contribute towards an

understanding not only of how to design virtual

environments for learning, but also when to de-

sign virtual environments for learning and how to

use 3D interactive representations in conjunction

with other types of representations for an effective

learning process.

To carry out this kind of research, however, is

not easy. Even the apparently simple task of choos-

ing the domain seems complex. In fact, it is diffi-

cult to clearly establish how a certain concept or

problem must be represented in a 3D format and



A Runtime Object Model for Polymorphic Languages
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1 Research Overview

The aim of my research is to investigate ways

of implementing object-oriented programming lan-

guages that contain both parametric polymorphism

and stack-allocated objects. The purpose of this

work is to enable more efficient implementation of

advanced language features that give the program-

mer more expressive power. Further details can be

found on my web page.1

Parametric polymorphism allows programmers





comparison between drawings and the manipula-

tion of physical earth models.
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Deletion If arrows are not required to have letters

on them it is possible to capture deletions:

h a n d

When a dotted, letter-less arrow is traversed, no

letter is remembered but a new dot is still reached.

So the above machine would recognise had and an

as both (possibly) representing the word hand.

Insertion If dots can be connected to themselves,

the insertion operation can be represented as well:

h a n
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Abstract Recent results have shown

the importance of the freely diffusing

gas nitric oxide (NO) in modulation of

synaptic activity. I present a review

of my current research into the role of

diffusing neuromodulators in both real

and artificial neural networks. Results

of modelling NO diffusion from a re-

alistic structure are given and two im-

portant features are identified. The re-

mainder of the paper describes the in-

corporation of a diffusible neuromod-

ulator into an artificial neural network

(ANN).

1 Introduction

The discovery that the gas Nitric Oxide (NO) is a

neuronal signalling molecule has radically altered

our thinking about how information is transmitted

in the brain (Hölscher, 1997). Traditionally neu-

rotransmission is thought to be spatially and tem-

porally restricted and from the pre-synaptic to the

post-synaptic neuron. However the release of NO

does not require specialized point-to-point synap-

tic contacts and unlike traditional neurotransmit-

ters, NO can diffuse through cell membranes. NO

may therefore act without the need for conven-

tional synaptic connectivity and its action is not

necessarily locally confined to the immediate post-

synaptic neuron (Hartell, 1996). Once synthesized,

NO diffuses in three dimensions away from the

site of synthesis regardless of intervening cellular

or membrane structures. A model of NO spread

could, therefore, potentially provide a theoretical

framework for evaluating the signalling capacity of

NO in the brain.

2 Modelling the diffusion of Nitric Oxide

in Real Neural Networks

Although models of NO diffusion in the brain have

been published (Wood & Garthwaite, 1994; Lan-

caster, 1994) almost all of this work has concen-

trated on modelling the instantaneous activation of

NO synthesis and the spread of NO from point

sources. In this approach, one assumes that the



a new style of networks called ‘GasNets’. Here,

in addition to the underlying ANN in which posi-

tive and negative ‘signals’ flow between units, an

abstract process loosely analogous to the diffusion
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LECOBA: A Learning Companion for Binary Boolean

Algebra
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My research is in the area of Learning Com-

panion Systems (LCS) (Chan & Baskin, 1988). An

LCS is a variation of an Intelligent Tutoring Sys-

tem (ITS) where besides the tutor and the student a

third agent is added: a Learning Companion (LC).

The role of the LC is to be a peer for the human

student and help her as another student would do.

For example, the companion could be a role model,

both students could collaborate and compete as

equals, the companion could be an student of the

human student, the companion could be a source

of advice, etc. LCSs are relatively new systems so

there are many questions to be answered. In partic-

ular, the expertise and behaviour of the companion

must be carefully chosen so it can help a human

student in her learning activities.

Research has shown that students learn more

and better when they have the opportunity to teach

other students (Berliner, 1989; Goodlad & Hirst,

1989). A student who teaches another student will

have to revise, clarify, organize, and reflect on her

own knowledge in order to be able to teach it,

i.e. the student will need to master the knowledge.

Based on this, I want the explore the hypothesis

that a LC with less knowledge than the human stu-

dent will help the student to learn by encouraging

her to teach the LC.

I have developed a LCS in the do-

main of Binary Boolean Algebra called

LECOBA (Ramı́rez Uresti, 1999). The tutor

teaches the students the rules and laws of boolean

algebra and how to use them to simplify boolean

expressions. Two types of LC are implemented:

one with low expertise (weak) and one with high

expertise (strong). The issue of how to motivate

the student to put effort into teaching a weak LC

is tackled in LECOBA. There are two modes of

interaction between the companion and the stu-

dent: motivated and free. In ’motivated interac-

tion’ scores are used to encourage the student to

interact with the LC. In ’free interaction’ there is

no such pressure; the student is only told that it is

beneficial for her to interact with the companion.

In either case, either the student or the compan-

ion solve problems and seek/propose justifications

for each move from the other agent. So the stu-

dent will be able to give the LC suggestions, ask it

for justifications and, most importantly, to teach it

(Ramı́rez Uresti, 1998).

Experiments using a 2x2 design (weak and

strong companions vs. motivated and free interac-

tions) have been conducted and are being analysed.

It is expected that motivated interaction between a

weak LC and a human student will be the most

beneficial of the interactions by encouraging the

student to teach the LC and therefore learn more

efficiently.

Acknowledgements

The author wishes to thank Consejo Nacional de

Ciencia y Tecnologia (CONACYT) of México for
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terrey, México: ITESM.

50



Ramı́rez Uresti, J. A. (1999). The LECOBA Learn-

ing Companion System: Expertise, Motiva-

tion, and Teaching. In L. Baggott & J. Nichol

(Eds.), Intelligent computer and communi-

cations technology: Teaching & learning for

the 21st century. peg99, ninth international

peg conference (p. 193-201).

51
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(Abridged)
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Abstract bla bla bla PhD bla bla ex-

periments bla bla bla writing up bla

bla bla subjects bla bla quite good fun

in the end.

1 Introduction

I started my PhD in January 1997. Instead of talk-

ing in too many details about my current experi-

ments, my IoT talk was about, well, what I did in

the last 2 1/2 years (a.f.a. work is concerned, that

is).

2 First year

I spent most of it trying to overcome a certain feel-

ing of under-motivation: I had started this PhD be-

cause I loved Brighton and wanted to stay here for

a little bit longer. I still managed to collect loads of

ideas, too many ideas, and couldn’t choose what

my research would focus on (e.g. which exper-

iments to conduct). After one year I decided to

build a program that would help me conducting ex-

periments. I called it Igor (don’t bother).

3 Second year

Spent developing the program, and starting my first

experiment: evaluating it. Most frustrating as-

pect: whatever I do, whichever small aspect of my

domain I limit myself to, I will only be able to

‘glimpse’ at it (that’s the vain effort to explain the

talk’s title). Another problem: finding subjects!

4 Third year

Finished the evaluation, and currently doing my

second experiment. I should have time to conduct

another one this autumn. Writing-up... Everybody

told me if would take *six* months, and it does!

Best thing to do is to start very early (e.g. begin-

ning of third year), and do it in parallel to research

work, little by little.

5 Conclusion

In 4 months, 4 days, 12 hours and 20 minutes.

Hopefully.

NB: the subject of my PhD is “The Cognitive

Aspects of Software Reuse”.
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such as debugging. If this experiment shows that

the notion of focal structures is valid for practical

tasks, then its application to programming teaching

can be explored and hopefully exploited.

References

Bellamy, R. K. E., & Gilmore, D. J. (1990). Pro-

gramming plans: Internal and external struc-

tures. In K. Gilhooly, M. T. G. Keane, R. H.

Logie, & G. Erdos (Eds.), Lines of thinking:

Reflections on the psychology of thought, vol

1. London, U.K.: Wiley.

Bowles, A., & Brna, P. (1993). Programming plans

and programming techniques. In P. Brna,

S. Ohlsson, & H. Pain (Eds.), World con-

ference on artificial intelligence in education

(pp. 378–385). Edinburgh, UK: Association

for the advancement of computing in educa-

tion.

Davies, S. P. (1990). The nature and development

of programming plans. International Jour-

nal of Man-Machine Studies, 32, 461–481.

Davies, S. P. (1993). Models and theories of pro-

gramming strategy. International Journal of



THE EYE

Hanson Schmidt-Cornelius

hanson@cogs.susx.ac.uk

School of Cognitive & Computing Sciences

1 Introduction

The Human eye is positioned by six muscles. Two

oblique muscles which roll the eye around the line

of sight, and four rectus muscles which control the

horizontal and vertical eye movement. The follow-

ing summary introduces a mechanical eye which

simulates the operation of the rectus muscles. An

outline of the experimental setup is also provided,

giving a small impression of the additionally re-

quired hardware.

2 THE EYE

There exist many active camera systems that can

perform movements, similar to these found within



C
o
m

p
u
te

r
Control

Unit

Monitor 1 Monitor 2



Evolving Mechanisms of Choice Behaviour

Anil Seth

anils@cogs.susx.ac.uk

Centre for Computational Neuroscience and Robotics

Abstract A brief description of my

research is presented, the focus of

which concerns minimal conditions

on internal mechanisms underlying

choice behaviour in animals and

robots. The central themes are (a) that

understanding mechanism requires an

appreciation that behaviour is a joint

product of agent, environment, and

observer, and (b) that the complex-

ity of internal mechanisms can be as-

sessed in terms of the complexity of

the environment in which they op-

erate. These themes are explored

by using genetic algorithms (GAs)

to evolve internal mechanisms for

“choosing” agents in robotic, animat,

and game-theoretic contexts.

In the context of artificial life (AL) choice has

been largely2(b)6.84933A02721(y2(b)6.8493536.84932(o)5.64311(o)6.84932(m)-0.082495(p)6.84932(l)4.02665(e)16.6016(x)6.84932(-)4.13.5602 TL
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1 Introduction

This work explores the possibility of applying evo-

lutionary search strategies to the synthesis of net-

work communications protocols. Specifically, the

adaptive algorithms employed by transport layer

protocols for packet switched networks. The pri-

mary objective is the development of a reusable

methodology, or conceptual framework, which will

ease the development of this adaptive element. Ob-

viously, a protocol designer must anticipate a wide

variety of scenarios and incorporate strategies for

coping with them as they arise. However, it is ex-

tremely difficult to develop a protocol which be-

haves optimally and is non-detrimental to the net-

work as a whole. Since, the emergent dynamic

from the interaction of the communicating pro-

cesses becomes difficult and maybe impossible to

predict. This paper will begin with a short de-

scription of network congestion; a well know phe-

nomenon which if undetected can drastically re-

duce network bandwidth. The algorithms used by

the sender process to avoid and control congestion



4 Methodology

The methodology proposed here, centres around

the ability to search the design space of possible

protocols. The key element then, is the method

used to explore that space. A popular search

strategy, widely employed for the development of

control architectures, is genetic algorithms (GAs).

GAs are a non-domain specific adaptive search

strategy, and are used as a highly effective opti-

misation tool. The concept, inspired by biologi-

cal evolution, has become increasingly popular re-

cently for the optimisation of dynamical problems.

The process begins with an initial population, of

randomly generated individuals. Each individual is
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Abstract Catastrophic worrying in-

volves the process by which worri-

ers perceive progressively worse and

worse outcomes to a specific worry

topic, and this is usually the result

of them posing automatic questions of

the ’what if....?’ kind. This paper de-

scribes a pair of studies which show

that the perseverative iterative style

that worriers posses is linked to an in-





HIPO - Hardware Independent Parallel Optimisation
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Abstract Modern computer archi-

tectures are tending towards parallel

processing for increased performance

and so modern compilers must attempt

to make use of these resources. My re-

search looks at compiler optimisation

techniques applied to Java programs

that can automatically extract paral-

lelism from sequential code. This pa-

per will outline the need for this re-
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beliefs and goals. These studies address how peo-

ple differ in their preference for cognitive struc-


