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Abstract

While full computer understanding of dynamic visual

scenes containing several people may be currently unattain-

able, we propose a computationally efficient approach to

determine areas of interest in such scenes. To this end, we

present methods for modelling and interpretation of single-

and multi-person human behaviour in real time to con-

trol video cameras for visually mediated interaction. We

demonstrate that while environments containing a single

person are relatively simple, interpretation of multi-person

scenarios is much more difficult.



2 Modelling Human Behaviour for VMI

For our purposes, human behaviour can be considered to



(a) System responding to a waving gesture by zooming in on the

subject.

(b) System responding to a pointing gesture by panning around

to another user.

Figure 1. Example of a realtime VMI system

for a single person in the field of view. Each

white square indicates the centroid of the mo
tion field for a single frame. These centroids

were among the features used to recognise

the gestures.

camera control commands, the case of multiple subjects is

not so simple due to the combinatorial explosion of possi-





Figure 3. Frames from wave-look sequence. Individuals are labelled A, B and C from left to right.
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scenario description

wave-look C waves and speaks, A waves and speaks,

B waves and speaks. Each time someone is

speaking the other two subjects look at him

point C waves and speaks, A and B look at C, C

points to A, C and B look at A, A looks at

camera and speaks

Table 2. The example scenarios described in

temporal order of their behaviours. All sub

jects are looking at the camera (forward) un
less stated otherwise.

polated to obtain the same interpretation for different in-

stances of the same scenario. However for the approach to

scale up to more general application, it must be able to cope

with a whole range of scenarios. The approach implicitly

requires such a system to extrapolate to novel situations in

the same way as a person. However, there is no reason to

believe that current computer architectures are capable of

such reasoning. Therefore a significant issue addressed in

this paper and in future work is the feasibility of learning

correlated temporal structures and default behaviours from

sparse data.

Another issue with the machine learning approach to

multi-subject behaviour interpretation is the feasibility of

collecting sufficient data. The multiplicity of possible

events increases exponentially with the addition of extra

subjects. Therefore it is difficult to know which scenarios

to collect beforehand in order to evenly populate the space

of possible scenarios with the training set. Also, the train-

ing set needs to be manually labelled which is extremely

time consuming. There are several avenues of investigation

which may yield solutions to these problems. The use of

high-level models such as Bayesian belief networks allows

a combination of hand-coded a priori information with ma-

chine learning to ease training set requirements. Cluster-

ing techniques could be used to select the most important

scenarios before hand-labelling. Adaptive training could be

adopted so that an inadequate training set is used initially,

and the system is manually “corrected” afterwards during

operation.

Since this system relies on several independent compo-

nents, the overall probability of failure of at least one com-

ponent is always quite high. This has consequences for the

high-level interpretation system. First, the system must be

able to cope with missing or noisy inputs, such as a head

tracker that has lost lock. It is likely that not all low-level

information is required to determine the focus of attention.

Second, the system outputs may be fed back to the low-level

sub-systems to guide them in their processing, ie. indicating

what to look for. Such properties would imbue the system

with some semblance of real intelligence.

6 Conclusion

The key issues have been explored and a framework pre-

sented for tracking people and recognising their correlated

group behaviours in VMI contexts. Pre-defined gestures

and head pose of several individuals in the scene can be

simultaneously recognised for interpretation of the scene.

When there is only a single person present in the view, inter-

pretation of behaviour can be quite trivial to achieve com-

putationally. In the presence of multiple people, however,

ambiguities arise and a high-level interpretation of the com-

bined behaviours of the individuals becomes essential.
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